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Abstract The strength of the cellular signal is a major factor affect-

. ) . . ing the power used by the cellular radio [24]. Moreover,
Modern mobile platforms like Android enable applica- the cellular radio is one of the most dominant power con-
tions to read aggregate power usage on the phone. Thi§ mers on the phone [10].

information is considered harmless and reading it re- :
9 Suppose an attacker measures in advance the power

by Simpl dina the phone’ i [profile consumed by a phone as it moves along a set of

y simply reading the phones aggregate power cony,q ., roytes or in a predetermined area such as a city.
sumption over a period of a few minutes an apphcatlonwe show that this enables the attacker to infer the tar-
can learn information about the user’s location. Aggre-

: : __get phone’s location over those routes or areas by simply
gate phone power consumption data is extremely nois

due o th ltitude of ts and licati th nalyzing the target phone’s power consumption over a
ue to the muttitude of components and applicalions thag o o4 of time. This can be done with no knowledge of
simultaneously consume power. Nevertheless, by usin

. 4 . e base stations to which the phone is attached.
machine learning algorithms we are able to successfully ) ) : .
. , . . .7 Amajor technical challenge is that power is consumed
infer the phone’s location. We discuss several ways in

which this privacy leak can be remedied. 5|multaneo_usly by many components an(_j applications on
the phone in addition to the cellular radio. A user may

launch applications, listen to music, turn the screen on
1 Introduction and off, receive a phone call, and so on. All these activi-
ties affect the phone’s power consumption and results in

Our phones are always within reach and their location i2 very noisy approximation of the cellular radio’s power
mostly the same as our location. In effect, tracking theusage. Moreover, the cellular radio’s power consumption
location of a phone is practically the same as tracking thédtself depends on the phone’s activity, as well as the dis-
location of its owner. Since users generally prefer thatance to the base-station: during a voice call or data trans-
their location not be tracked by arbitrary 3rd parties, allmission the cellular radio consumes more power than
mobile platforms consider the device's location as sensiwhen it is idle. All of these factors contribute to the
tive information and go to considerable lengths to protecPhone’s power consumption variability and add noise to
it: applications need explicit user permission to accesghe attacker’s view: the power meter only provides ag-
the phone’s GPS and even reading coarse location dagfegate power usage and cannot be used to measure the
based on cellular and WiFi connectivity requires explicit power used by an individual component such as the cel-
user permission. lular radio.

In this work we show that despite these restrictions ap- Nevertheless, using machine learning, we show that
plications can covertly learn the phone’s location. Theythe phone’s aggregate power consumption over time
can do so using a seemingly benign sensor: the phonegompletely reveals the phone’s location and movement.
power meter that measures the phone’s power consumpatuitively, the reason why all this noise does not mislead
tion over a period of time. Our work is based on the ob-our algorithms is that the noise is not correlated with the
servation that the phone’s location significantly affectsphone’s location. Therefore, a sufficiently long power
the power consumed by the phone’s cellular radio. Themeasurement (several minutes) enables the learning al-
power consumption is affected both by the distance tagorithm to “see” through the noise. We refer to power
the cellular base station to which the phone is currentlyconsumption measurements as time-series and use meth-
attached (free-space path loss) and by obstacles, su¢ttls for comparing time-series to obtain classification and
as buildings and trees, between them (shadowing). Thpattern matching algorithms for power consumption pro-
closer the phone is to the base station and the fewer oljiles.
stacles between them the less power the phone consumes.n this work we use machine learning to identify the
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routes taken by the victim based on previously collectechas no permission to access the GPS or any other loca-
power consumption data. We study three types of usetion data such as the cellular or WiFi components. In
tracking goals: particular, the application has no permission to query the
identity of visible cellular base stations or the SSID of
visible WiFi networks.

We only assume access to power data (which requires
no special permissions on Android) and permission to
2. Real-time motion tracking: Assuming the user is communicate with a remote server. Network connectiv-

taking a certain known route, we ask if an attackerity iS needed to generate dummy low rate traffic to pre-

can identify her location along the route and track vent the cellular radio from going into low power state.
the device’s position on the route in real-time. In our setup we also use network connectivity to send
data to a central server for processing. However, it may
3. New route inference: Finally, suppose a user is be possible to do all processing on the phone.

moving along an arbitrary (long) route. We ask if  As noted earlier, the application can only read dlge

an attacker can learn the user’s route using the pI'EVigregatepower consumed by the phone_ It cannot mea-

ously measured power profile of many (short) roadsuyre the power consumed by the cellular radio alone.

segments in that area. The attacker composes thehis presents a significant challenge since many compo-
power profile of the short road segments to identify nents on the phone consume variable amounts of power
the user’s route and location at the end of the routegt any given time. Consequenﬂy, all the measurements

We emphasize that our approach is based on measurirfﬁg relgitgimely noisy and we need a way to "see” though

the phone’s aggregate power consumption and nothing .
else. In particular, we do not use the phone’s signa To locate the phone, we assume the attacker has prior

strength as this data is protected on Android and iOS de‘_nowled_ge of the area or routes through which the victim
vices and reading it requires user permission. In contrast® traveling. This knowledge a"OV_VS the _attacker o mea-
reading the phone’s power meter requires no special pels_ure the power consumption profile of d'ﬁere“F routes n
missions. that area in advance. Our system correlates this data with

On Android reading the phone’s aggregate power me:[he_ phone’s measured power usage and we show that, de-
ter is done by repeatedly reading the following two files: SPte the noisy measurements, we are able to correctly

/sys/class/power_supply/battery/voltage_now locate the phone.

y p pprly ¥y g .

/sys/class/power_supply/battery/current_now _ For this to work we nee_d the t_racked phone to be mov-
Over a hundred applications in the Play Store accesid by a car or a bus while being tracked. Our system
these files. While most of these simply monitor batteryca@nnotlocate a phone thatis standing still since that only
usage, our work shows that all of them can also easilyProvides the power profile for a single location. We need
track the user’s location. multiple adjacent locations for the attack to work.

Given the resources at our disposal, the focus of this
work is on locating a phone among a set of local routes in
a pre-determined area. A larger effort is needed to scale
« We show that the power meter available on modernthe system.to cover the entire world by pre.-measuring the

phones can reveal potentially private information. power profile O.f allroad s_egments worldwide. Neverthe-

less, our localized experiments already show that track-
¢ We develop the machine learning techniques needetihg users who follow a daily routine is quite possible. For

to use data collected from the power meter to inferexample, a mobile device owner might choose one of a

location information. The technical details of our small number of routes to get from home to work. The

algorithms are presented in sections 4, 5 and 6, folsystem correctly identifies what route was chosen and in
lowed by experimental results. real-time identifies where the phone is along that route.
This already serves as a cautionary note about the type of

e In Sections 8 and 9 we discuss potential continuajnformation that can be leaked by a seemingly innocuous
tion to this work, as well as defenses to prevent thissensor |ike the power meter.

type of information leakage.

1. Route distinguishability: As a warm-up we ask
if an attacker can tell what route the user is taking
from among a fixed set of possible routes.

Our contributions. Our work makes the following con-
tributions:

We note that scaling the system to cover worldwide
road segments can be done by crowd sourcing: a popular
2 Threat Models app, or perhaps even the core OS, can record the power

profile of streets traveled by different users and report
We assume a malicious application is installed on the victhe results to a central server. Over time the resulting
tim’s device and runs in the background. The applicationdataset will cover a significant fraction of the world. On



the positive side, our work shows that service providers
can legitimately use this dataset to improve the accurac
of location services. On the negative side, tracking app:
can use it to covertly locate users. Given that all that is
required is one widespread application, many actors ir
the mobile space are in a position to build the requirec
dataset of power profiles and use it as they will.

Device 1
Device 2

Power [Watt]

3 Background

In this section we provide technical background on the 11f
relation between a phone’s location and its cellular powe 1
consumption. We start with a description of how loca- I S v
tion is related to signal strength, then we describe how Time [sec]

signal strength is related to power consumption. Fi-

nally, we present examples of this phenomenon, and wéigure 2: For two phones of the same model, power vari-
demonstrate how obtaining access to power measurétions on the same drive are similar.

ments could leak information about a phone’s location.

L L
1600 1800

] ] also occurs when a phone is only receiving packets. The
3.1 Location affects signal strength and reason for this is cellular protocols which require con-
power consumption stant transmission of channel quality and acknowledg-

. L . ments to base stations.
Distance to the base station is the primary factor that de-

termines a phone’s signal strength. The reason for this is, )

for signals propagating in free space, the signal’'s poweB.2 Power usage can reveal location
loss is proportional to the square of the distance it travelﬁ_
over [9]. Signal strength is not only determined by path
loss, it is also affected by objects in the signal path, suc
as trees and buildings, that attenuate the signal. Finally
signal strength also depends on multi-path interferenc
caused by objects that reflect the radio signal back to th
phone through various paths having different lengths.

he following results from driving experiments demon-
strate the potential of leaking location from power mea-
urements.

' We first demonstrate that signal strength in each loca-
fion on a drive can be static over the course of several
%ays. We collected signal strength measurements from

. D . ._a smartphone once, and again several days later. In Fig-
In wireless communication th_e(_)ry signal strength Syre 1 we plot the signal strength observed on these two
often m_odeled as rqndom variation _(e.g., IOg'nprma'drives. In this figure it is apparent that (1) the segments
shadowing [9]) t(.) simulate many different environ- of the drive where signal strength is high (green) and low
ments. However, in one location signal strength can be

tairl stent as b o tt ¢ drefl &ed) are in the same locations across both days, and (2)
arly consistent as base stations, attenuators, ana{elle, o e progression of signal strength along the drive ap-
tors are mostly stationary.

; . . . pears to be a unique irregular pattern.
. A phones_recelved signal strength to its base.sta- Next, we demonstrate that just like signal strength,
tion affects its cellular modem power consumption. e measurements of a smartphone, while it commu-
Namely, phone cellular m(_)d_ems consume less Instant licates, can reveal a stable, unique pattern for a partic-
neous power when transmlttlng.and receiving at high S'9%lar drive. Unlike signal strength, power measurements
nal strength compared to low signal strength. Schulmal

re less likely to be stable across drives because power
et. al. [24] observed this phenomenon on several differ- Y b

: : . depends on how the cellular modem reacts to changing
ent cellular devices operating on different cellular proto

o . ignal strength: a small difference in signal strength be-

COIS'. They showed _that communlcatlon ata poor S|gr(1) ween two drives may put the cellular modem in a mode

Io_catmn can result in a device power draw that is 50 A’thathas a large difference in power consumption. For ex-

hlghertha_n ata good signal Iocgtlon. . ample, a small difference in signal strength may cause a
The primary reason for this phenomenon is the

, o - = ~phone to hand-off to a different cellular base station and
phone’s power amplifier used for transmission which in-

) : ioanal hd 91, This eff stay attached to it for some time (Section 3.3).
creases its gain as signal strength drops [9]. This effect Figure 2 shows power measurements for two Nexus 4

Lparameters of the model can be calibrated to better matattifisp phqnes n the_ Same Veh'_d_e’ transmitting packets over
environment of interest. their cellular link, while driving on the same path. The




Figure 1: Signal strength profiles measured on two diffedays are stable
(the maps were blurred for blind review, the final version wilntain the full details)

ence power measurements using the same phone model
Nexus 4 as the victim.

Nexus5

3.3 Hysteresis

A phone attaches to the base station having the strongest
signal. Therefore, one might expect that the base station
to which a phone is attached and the signal strength will
be the same in one location. Nonetheless, it is shown
in [24] that signal strength can be significantly different
at a location based on how the device arrived there, for
example, the direction of arrival. This is due to the hys-

‘ ‘ ‘ ‘ ‘ ‘ teresis algorithm used to decide when to hand-off to a
20 o0 " Time [seq] 1000 1200 new base station. A phone hands-off from its base sta-

tion only when its received signal strength dips below
Figure 3: For two different phone models, power varia- (€ signal strength from the next base station by more
tions on the same drive are similar. than a given threshold [21]. Thus, two phones that reside
in the same location can be attached to two different base
stations.

Hysteresis has two implications for determining a vic-
m’s location from power measurements: (1) an attacker
an only use the same direction of travel as a reference
power measurement, and (2) it will complicate inferring

Finally, we demonstrate that power measurementsew routes from power measurements collected from in-
could be stable across different models of smartphonesjividual road segments (Section 6).

This stability would allow an attacker to obtain a ref-

erence power measurement for a drive without usingr3 4 Back d d chall
the same phone as the victim's. We recorded powel* ackgrouna summary and challenges

measurements, while transmitting packets over cellularrhe initial measurements in this section suggest that the
using two different smartphone models (Nexus 4 andyower consumed by the cellular radio is a side chan-
Nexus 5) during the same ride, and we aligned the powepe| that leaks information about the location of a smart-
samples, according to absolute time. phone. However, there are four significant challenges
The results presented in Figure 3 indicate that there ishat must be overcome to infer location from the power
similarity between different models that could allow one meter. First, during the pre-measurement phase the at-
model to be used as a reference for another. This extacker may have traveled at a different speed and en-
periment serves as a proof of concept: we leave furthecountered different stops than the target phone. Second,
evaluation of such an attack scenario, where the attackehe attacker will have to identify the target's power pro-
and victim use different phone models, to future work. Infile from among many pre-collected power profiles along
this paper, we assume that the attacker can obtain refedifferent routes. Third, once the attacker determines the

Normalized power

power consumption variations of the Nexus 4 phone§i
are similar, indicating that power measurements can b%
mostly stable across devices.



target’s path, the exact location of the target on the pathvhich is equivalent to 1-NN classification given DTW
may be ambiguous because of similarities in the path’snetric.

power profile. Finally, the target may travel along a Because the profiles might have different baselines
path that the attacker only partially covered during theand variability, we perform the following normalization
pre-measurement phase: the attacker may have only prér each profile prior to computing the DTW distance:
collected measurements for a subset of segments in thee calculate the mean and subtract it, and divide the re-
target’s route. In the following sections we describe tech-sult by the standard deviation. We also apply some pre-
nigues that address each of these challenges and expepirocessing in the form of smoothing the profiles using
ment with their accuracy. a moving average (MA) filter in order to reduce noise
and obtain the general power consumption trend, and we
downsample by a factor of 10 to reduce computational

4 Route distinguishability complexity

As a warm-up we show how the phone’s power profile
can be used to identify what route the user is taking fromg  Real-time mobile device tracking
among a small set of possible routes (say, 30 routes). Al-
though we view it as a warm-up, building towards our In this section we consider the following task: the at-
main results, route distinguishability is still quite uskef  tacker knows that a mobile user is traveling along a par-
For example, if the attacker is familiar with the user’s ticular route and our objective is to track the mobile de-
routine then the attacker can pre-measure all the userigice as it is moving along the route. We do not assume
normal routes and then repeatedly locate the user among particular starting point along the route, meaning, in
those routes. probabilistic terms, that our prior on the initial location
Route distinguishability is a classification problem: is uniform. The attacker has reference power profiles col-
we collected power profiles associated with knownlected in advance for the target route, and constantly re-
routes and want to classify new samples based on thiseives new power measurements from an application in-
training set. We treat each power profile as a time seriestalled on the target phone. Its goal is to locate the device
which needs to be compared to other time series. A scorglong the route, and continue tracking it in real-time as it
is assigned after each comparison, and based on thegavels along the route.
scores we select the most likely matching route. Because
different rides along the same route can vary in spee%
at different locations along the ride, and because routes”
having the same label can vary slightly at certain pointsThis approach is similar to that of route distinguishabil-
(especially before getting to a highway and after exitingity, but we use only the measurements collected up to this
it), we need to compare profile features that can vary irpoint, which comprise a sub-sequence of the entire route
time and length and allow for a certain amount of differ- profile. We use th&ubsequencBTW algorithm [18],
ence. We also have to compensate for different baselinaather than the classic DTW, to search a sub-sequence in
in power consumption due to constant components thad larger sequence, and return a distance measure as well
depend on the running applications and on differences iras the corresponding start and end offsets.
device models. We search for the sequence of measurements we have
We use a classification method based on Dynamiaccumulated since the beginning of the drive in all our
Time Warping (DTW) [18], an algorithm for measur- reference profiles and select the profile that yields the
ing similarity between temporal sequences that are misminimal DTW distance. The location estimate corre-
aligned and vary in time or speed. We compute the DTWsponds to the location associated with the end offset re-
distancé between the new power profile and all refer- turned by the algorithm.
ence profiles associated with known routes, selecting the
known route that yields the minimal distance. More for- 5.2
mally, if the reference profiles are given by sequences™
{X}{L,, and the unclassified profile is given by sequencewhile the previous approach can make mistakes in loca-
Y, we choose the rouiesuch that tion estimation due to a match with an incorrect location,
: _ we can further improve the estimation by imposing rules
= argimmDTW(Y,Xi) based on a sensible motion model. We first need to know
5 _ _ wht_—an we are “chked" on the target..For thi§ purpose we
In fact we compute a normalized DTW distance, as we have 0gafing g similarity threshold so that if the minimal DTW
compensate for difference in lengths of different routetonger route . . .
might yield larger DTW distance despite being more simitartte distance is above this threshold, we are lockedstate.
tested sequence. Once we are locked on the target, we perform a simple

1 Tracking via Dynamic Time Warping

Improved tracking via a motion model




sanity check at each iteration: “Has the target displaceanly dependent on the traveled road segment, but also on
by more than X?” the previous road segment the device came from.

If the sanity check does not pass we consider the es- In Appendix A we formalize this problem as a hid-
timation unlikely to be accurate, and simply output theden Markov model (HMM) [22]. In the following we
previous estimate as the new estimate location. If thelescribe a method to solve the problem using a particle
similarity is below the threshold, we switch to am-  filter. The performance of the algorithm will be exam-
lockedstate, and stop performing this sanity check untilined in the next section.
we are “locked” again. Algorithm 1 presents this logic
as pseudocode.

6.1 Particle Filter
Algorithm 1 Improved tracking using a simple motion

model A patrticle filter [1] is a method that estimates the state
locked«— false > Are we locked on the target? of a HMM at each step based on observations up to that
while target movingdo step. The estimation is done using a Monte Carlo approx-
loc]i], score« estimateLocatiof) imation where a set of_ samples (particl_e_s) is_ge_nergted at
d « getDistancéoc]i],locfi — 1]) each step that approximate the probability distribution of
if lockedandd > MAX_DISPthen the states at the corresponding steps. A comprehensive
locfi] < loc[i— 1] > Reuse previous estimate introduction to particle filters and their relation to gen-
end if eral state-space models is provided in [23].
if score> THRESHOLLCthen We implement the particle filter as follows. We denote
locked+« true O = {0}y, whereo}, is a power profile prerecorded
end if over segmenfy, z) while the segmen(ix,y) had been tra-
end while versed just before it. We use a discrete time resolution

T = 3 seconds. We denofe”,  andAlx to be the mini-
mum and maximum time durations to traverse road seg-
ment(y, z), respectively. We assume these bounds can be
6 Inference of new routes derived from prerecordings of the segments. At each it-
erationi we have a sample set Nfroutesk? = {(Q,T)}.

In Section 4 we addressed the problem of identifying The initial set of route&, are chos_en accor_ding fd. At
the route traversed by the phone, assuming the poterf:2ch step, we execute the following algorithm:

tial routes are known in advance. This assumption al-

lowed us to train our algorithm specifically for the po- Algorithm 2 Particle filter for new routes estimation
tential routes. As previously mentioned, there are indeed for all routep in P do

many real-world scenarios where it is applicable. Nev- teng < end time ofp
ertheless, in this section we set out to tackle a broader (x,y) < last segment op
tracking problem, where the future potential routes are Z < next intersection to traverse (distributed Ay
not explicitly known. Here we specifically aim to iden-
tify the final location of the phone after it traversed an Wp = min {DTW (O, yteng+1] Oy2)
. . te[Ar . Amax]
unknown route. We assume that the area in which the Olyae Ol
mobile device owner moves is known, however the num- P pll(v.2)
ber of all possible routes in that area may be too large to Update the end time o

practically pre-record each one. Such an area can be, for
instance, a university campus, a neighborhood, a small
town or a highway network.
We address this problem by pre-recording the power

profiles of all the road segments within the given area. At each iteration, we append a new segment, chosen
Each possible route a mobile device may take is a conaccording to the prioA, to each possible route (repre-
catenation of some subset of these road segments. Givexented by a particle). Then, the traversal time of the new
a power profile of the tracked device, we will reconstructsegment is chosen so that it will have a minimal DTW
the unknown route using the reference power profilegdistance to the respective time interval of the tracked
corresponding to the road segments. The reconstructgabwer profile. We take this minimal distance as the
route will enable us to estimate the phone’s final loca-weight of the new route. After normalizing the weights
tion. Note that, due to the hysteresis of hand-offs be-of all routes, a resampling phase takes plaNeroutes
tween cellular base stations, a power consumption is naare chosen from the existing set of routes according to

end for
Resampld® according to the weighté/,
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the particle weights distributién The new resampled set
of routes is the input to the next iteration of the particle
filter. The total number of iterations should not exceed an
upper bound on the number of segments that the tracked
device can traverse. Note however that a route may ex-
haust the examined power profile before the last iteration
(namely, the end time of that route reacliggl). In such
a case we do not update the route in all subsequent itera-
tions (this case is not described in Algorithm 2 to facili-
tate fluency of exposition).

Before calculating the DTW distance of a pair of
power profiles the profiles are preprocessed to remove

as much noise as possible. We first normalize the powegig e 4: power profile with a phone call occurring be-
profile by subtracting its mean and dividing by the stan-y, e, 50.90 seconds. Profile region during phone call is
dard deviation of all values included in that profile. Then, marked in red.

we zeroed out all power values below a threshold per-
centile. This last step allowed us to focus only on the
peaks in power consumption where the radio’'s powery 2 Assumptions and limitations
consumption is dominant while ignoring the lower power
values for which the radio’s power has a lesser effectExploring the limits of our attack, i.e. establishing the
The percentile threshold we use in this paper is 90%. minimal necessary conditions for it to work, is beyond
Upon its completion, the particle filter outputs a setour resources. For this reason, we state the assumptions
of N routes of various lengths. To select the best esti-on which we rely in our methods.
mate route the simple approach is to choose the route We assume there is enough variability in power con-
that appears the most number of times in the output sefumption along a route to exhibit unique features. Lack
as it has the highest probability to occur. Nonethelessof variability may be due to high density of cellular an-
since a route is composed of multiple segments chosetennas that flatten the signal strength profile. We also
at separate steps, at each step the weight of a route is dassume that enough communication is occurring for the
termined solely based on the last segment added to theignal strength to have an effect on power consumption.
route. Therefore, the output route set is biased in favoiThis is a reasonable assumption, since background syn-
of routes ending with segments that were given highechronization of data happens frequently in smartphone
weights, while the weights of the initial segments havedevices. Moreover, the driver might be using navigation
a diminishing effect on the route distribution with every software or streaming music. However, at this stage, it
new iteration. To counter this bias, we choose another eds difficult to determine how inconsistent phone usage
timate route using a procedure we dtdrative majority  across different rides will affect our attacks.
votedescribed is Appendix B. Identifying which route the user took involves un-
derstanding which power measurements collected from
her mobile device occur during driving activity. Here
we simply assume that we can identify driving activity.
Other works (e.g., [17]) address this question by using
data from other sensors that require no permissions, such
as gyroscopes and accelerometers.
Our experiments required collecting real power con- Some events that occur while driving, such as an in-
sumption data from smartphone devices along differentoming phone call, can have a significant effect on power
routes. We developed the PowerSpy android applicaconsumption. Figure 4 shows the power profile of a
tion® that collects various measurements including signalevice at rest when a phone call takes place (the part
strength, voltage, current, GPS coordinates, temperaturenarked in red). The peak immediately after the phone
state of discharge (battery level) and cell identifier. Thecall is caused by using the phone to terminate the phone
recordings were performed using Nexus 4, Nexus 5 andall and turn off the display. We can see that this event

Power [Watt]
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7 Experiments

7.1 Data collection

HTC mobile devices.

3Note that the resampling of the new routes can have repwitio
Namely, the same route can be chosen more than one time

appears prominently in the power profile and can cope
with such transient effects by identifying and truncating
peaks that stand out in the profile. In addition, smooth-

4To be released on the Google Play market as open source aftdhd the profile by a moving average should mitigate these

unblinding.

transient effects.



7.3 Route distinguishability curate, but after two minutes we lock on the true location.

) S We obtained a precise estimate from 2 minutes up until
To evaluate the algorithm for distinguishing routes (sec->g minutes on the route, where our estimate slightly di-
tion 4) we recorded reference profiles for multiple differ- verges, due to increased velocity on a freeway segment.
ent routes. The profiles include measurements from boti .5 ind 26 minutes (in figure 5a) we have a large esti-
Nexus 4 and Nexus 5 models. In total we had a datasghation error, but as we mentioned earlier, these kind of
of 294 profiles, representing 36 unique routes. Drivinggrors are easy to prevent by imposing a simple motion
in different directions along the same roads (from point,,qqel (section 5.2). Most of the errors are small com-

Ato B vs. from point B to A) is considered two differ- 4164 to the length of the route: 80% of the estimation
ent routes. We perform cross validation using multipleg ors are less than 1 km.

iterations (100 iterations), each time using a random por-
tion of the profiles as a training set, and requiring equa(&éZH

number of samples for each possible class. The sizes rror over time, and we can see that the big errors towards

the training and test sets depend on how many referenctﬁe end of the route that appeared in 5a are not presentin

routes per profile we require each time. Naturally, thefig. 5b. Moreover, now almost 90% of the estimation er-
more reference profiles we have, the higher the identiﬁ—rors are below 1 l;m (fig. 6)

cation rate. . L . .
We provide animations visualizing our results for real-

One evaluation round included 29 unique routes, W'thtime tracking at the following links The animations,

only 1 reference profile per route in the training set, andgenerated using our estimations of the target’s location,

211 test routes. It resulted in correct identification ratedepicta moving target along the route and our estimation
of _4_0%' That is compared to the _random guess_probbf its location. The first one corresponds to the method
ability of only 3%. Anoiher round included 25 unique described in 5.1, and the second to the one described in
routes, with 2 reference profiles per route in the training5 > that uses thé motion model based correction:

set and 182 routes in the test set, and resulted in Coﬂilctp://somevid.com/worAmedSKIij892veL '
rect identification rate of 53% (compared to the rando ttp://somevid. com/LE5Gxe0edBTXY3y26Va3
guess probability of only 4%). Having 5 reference pro-

files per route (for 17 unique routes) raises the identifi-

cation rate to 71%, compared to the random guess prob7'5 Inference of new routes

ability of 5.8%. And finally, for 8 reference profiles per

route we get 85% correct identification. The results are7.5.1  Setup

summarized in table 1.

We can see that an attacker can have a significant ad=or the evaluation of the particle filter presented in Sec-
vantage in guessing the route taken by a user. tion 6 we considered an area schematically depicted in

Figure 7. The area has 13 intersections having 35 road
segment& The average length of a road segment s about
7.4 Real-time mobile device tracking 400 meters. The average travel time over the segments is
. . . ~around 70 seconds. The area is located in the center of
We evaluate the algorithm for real-time mobile device 5 adium-sized city having a population density com-

tracking (section 5) using a set of 10 training profiles ,, ape to Philadelphia or Miami. Traffic congestion in

and an additional test profile. The evaluation simulatespis area varies across segments and time of day. For
the conditions of real-time tracking by serially feeding ¢4ch power recording, the track traversed at least one
samples to the algorithm as if they are received from an,,gested segment. Most of the 13 intersections have

application installed on the device. We calculate the estiy 44 lights, and about a quarter of the road segments
mation error, i.e. the distance between the estimated Coﬁass throug’h them.

ordinates and the true location of the mobile device at

each step of the simulation. We are interested irctre covered all segments. Each road segment was entered

;/he rglenc? t'm’eli_e‘ tf:_e nl_Jml?er of sampr:ets |tthtaI:es ulnt|l from every possible direction to account for the hystere-
ne focation estimation 1S close enougn 10 the true 10Cag;q oo cts The pre-recording sessions were done using
tion, as well as in the distribution of the estimation errors

iven by a histogram of the absolute values of the dis-the same Nexus 4 phone.
g y g We set the following parameters of the HMM (as they

tances. N NN
Figure 5 illustrates the performance of our tracking al-2® defined in Appendix A):

gomhm for one of the routes, which was about 19 kilo- 5We link temporarily to an anonymous video upload servicee Th

meters long. At the beginning, _Whe_n th_ere are very feWinks will be changed to the project website in the final vensi
power samples, the location estimation is extremely inac- ®Three of the segments are one way streets as depicted ireFigur

We also tested the improved tracking algorithm ex-
ained in section 5.2. Figure 5b presents the estimation

We had three pre-recording sessions which in total




# Unique Routes # Ref. Profiles/Route  # Test Routes Correct éahtification % Random Guess %

8 10 55 85 13
17 5 119 71 6
17 4 136 68 6
21 3 157 61 5
25 2 182 53 4
29 1 211 40 3

Table 1: Route distinguishability evaluation results sFgolumn indicates the number of unique routes in the tngini
set. Second column indicates the number of training sanpeleoute at the attacker’s disposal. Number of test routes
indicates the number of power profiles the attacker is tryingjassify. Correct identification percentage indicakbes t
percentage of correctly identified routes as a fraction etltfird column (test set size), which could be then compared
to the expected success of random guessing in the last column
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Figure 6: Estimation errors distribution for motion-mottelcking.



Phone Track
Nexus 4 #1 8-5-6-7-1-2-3-4-5-6-4-3-2-1-7-8
Nexus 4 #2 7-1-2-3-4-5-8-7-6-5-4-2-1-7-8
12 Nexus 5 3-2-4-9-10-12-11-9-4-5-6-4-3-2-1-7-6-5-847
HTC Desire 10-12-11-9-4-2-1-7-6-5-8

Table 2: Test Routes

#1, Nexus 5 and HTC Desire have a relatively modest
number of applications which included (beyond the de-
fault Android apps): Email (corporate account), Gmail,
and Google Calender. Nexus 4 #2 has a much higher
number of application which included on top of the ap-
Figure 7: Area for route inference. It is depicted plications of phone #1: Facebook, Twitter, Skype, Waze,
schematically to serve the anonymity of this submissionand WhatsApp. All those applications periodically send
The area in full detail will be included in the final ver- and receive traffic.
sion. For each of the four tracks we derived all possible sub-
tracks having 3 to 7 road segments. We estimated each
such sub-track. In total we estimated around 200 sub-

1. A — This set defines the transition probabil- tracks. For each sub-track we employed Algorithms 2
ies between the road segments.  We sefand 3 to get two best estimates for the sub-track.
these probabilities to be uniformly distributed  Tables 3 to 5 summarize the results of the route esti-
over all possible transitions. Namelyy, =  mations for each of the four phones. For each route we
{1/]1y] [ty = {w](y,w) € Rw#x}}. have two alternatives for estimated route (1) the most fre-

quent route in the particle set as output by Algorithm 2;

(2) the route output by Algorithm 3. For each alternative

we note the road segmentin which the phone is estimated
be after the completion of its track and compare it with

e final road segment of the true route. This allows us to

. ; o measure the accuracy of the algorithm for estimating the
ploy_ the particle f||t_er. The_ likelihood of a a POWET |ocation of the user’s destination (the end of the track).
profile to be assomat_ed with & road segment IS eSlThis is the most important metric for many attack sce-
mated by the DTW dlstgnce of the power profile to narios where the attacker wishes to learn the destination
prerecorded power profiles of that segment. of the victim.

3. I — This set defines the initial state distribution. N Some cases it may also be beneficial for the attacker
We assume that the starting intersection of theto know the_actual route throu_gh _which the \_/ictim tra-
tracked device is known. This applies to scenar-versed on his way to the destlnat_mn. F_or this purpose,
ios where the tracking begins from well-known lo- We also calculate for each alternative estimate the Leven-
cations, such as the user's home, office, or anotheshtein distance between it and the true route. The Leven-
location the attacker knows in advance. shtein distance is a standard metric for measuring the dif-

ference between two sequences [13]. It equals the mini-

For testing, we used 4 phones: two Nexus 4 (differ-mum number of updates required in order to change one

ent from the one used for the pre-recordings), a Nexus Sequence to the next. In this context, we treat a route as

and an HTC Desire. Each phone was used to record the sequence of intersections. The distance is normalized
power profile of a different route. The four routes com- by the length of the longer route of the two. This allows
bined cover almost all of the road segments in the areaus to measure the accuracy of the algorithm for estimat-

Table 2 details the routes. These route recordings wering the full track the user traversed. For each estimate

done on different days, different time of day and varyingwe also note whether it is an exact fit with the true route
weather conditions. (i.e., zero distance). The percentage of successful local-

As noted, we can only measure the aggregate poweaeation of destination, average Levenshtein distance and

consumption which can be significantly affected by ap-percentage of exact full route fits are calculated for each

plications that continuously run. To have a better sense dfype of estimated route. We also calculate these metrics
the affects of these applications the phones were run witlfior both estimates combined while taking into account
different number of background applications. Nexus 4for each track the best of the two estimates. To bench-

2. B — This set defines the distribution of power pro-
file observations over each state. These probabili
ties depend on the road segments and their locatio
relative to the nearby based stations. We do notnee
an explicit formulation of these probabilities to em-
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random | frequent| Alg.3 | combined random | frequent| Alg.3 | combined
Nexus 4 #1 33% 65% 48% 80% Nexus 4 #1 0.61 0.38 0.27 0.24
Nexus 4 #2 31% 48% 56% 72% Nexus 4 #2 0.63 0.61 0.59 0.52
Nexus 5 20% 33% 32% 55% Nexus 5 0.68 0.6 0.55 0.45
HTC Desire| 22% 40% 41% 65% HTC Desire| 0.65 0.59 0.5 0.45

Table 3: Destination localization Table 4: Levenshtein distance

random | frequent| Alg.3 | combined
mark the results we note in each table the performancé Nexus 4 #1| 4% 38% 22% 45%
of a random estimation algorithm which simply outputs | Nexus4#2| 5% 8.5% 5% 15%
a random, albeit feasible, route. Nexus 5 3% 15% 9% 20%
The results in Table 3 show the accuracy of destination| HTC Desire | 5% 10% 12% 17%

identification. It is evident that the performance of the
most frequent route output by the particle filter is com-
parable to the performance of the best estimate output by

Algorithm 3. However, their combined performance ist h iqnificant t of inf fi
significantly better than either estimates alone and pre_ances can have a significant amount ot information re-

dict more accurately the final destination of the phone.garOIIng the true route.

This result tells us that Algorithm 3 extracts significant

amount of information from the routes output by the par-8 Future directions

ticle filter beyond the information gleaned from the most

frequent route. In this section we discuss ideas for further research, im-
Table 3 indicates that for Nexus 4 #1 the combinedprovements, and additions to our method.

route estimates were able to identify the final road seg-

ment for 80%. of.scenario.s. For _Ne>§us 4 #2 which 8.1 Power consumption inference

run many applications the final destination estimates are

somewhat less accurate (72%). This is attributed to th&Vhile new (yet very common) smartphone models con-

more noisy measurements of the aggregate power corain an internal ampere-meter and provide access to cur-

sumption. The accuracy for the two models — Nexus 5rent data, other models (for instance Galaxy S IIl) sup-

and HTC Desire — are lower than the accuracy achieveg@ly voltage but not current measurements. Therefore on

for Nexus 4. Remember that all our pre-recordings werghese models we cannot directly calculate the power con-

done using a Nexus 4. These results may indicate that theumption. V-edge [26] proposes using voltage dynamics

power consumption profile of the cellular radio is depen-to model a mobile device’s power consumption. Thatand

dent on the phone’s model. Nonetheless, for both phoneany other similar technique would extend our method

we achieve significantly higher accuracy of destinationand make it applicable to additional smartphone models.

localization (55% and 65%) as compared to the random Ref. [27] presents PowerTutor, an application that es-

case (about 20%). timates power consumption by different components of
Tables 4 and 5 present measures — Levenshtein dishe smartphone device based on voltage and state of dis-

tance and exact full route fit — of the accuracy of esti-charge measurements. Isolating the power consumed

mates for the full route the phone took to its destination.by the cellular connectivity will improve our method by

Here, again, the algorithm presented for Nexus 4 #1 sueliminating the noise introduced by other components

perior performance. It was able to exactly estimate 45%such as audio/Bluetooth/WiFi etc. that do not directly

of the full route to the destination. On the other hand, fordepend on the route.

the more busy Nexus 4 #2 and the other model phones

the performance was worse. It is evident_ from the re-g o State of Discharge (SOD)

sults that for these three phones the algorithm had diffi-

culties producing an accurate estimate of the full routeThe time derivative of the State-of-Discharge (the bat-

Nonetheless, in all cases the accuracy is always markedhtgry level) is basically a very coarse indicator of power

higher than that of the random case. consumption. While it seemed to be too inaccurate for
To have a better sense of the distance metric usedur purpose, there is a chance that extracting better fea-

to evaluate the quality of the estimated routes Figure 8ures from it or having few possible routes may ren-

depicts three cases of estimation errors and their correder distinguishing routes based on SOD profiles feasi-

sponding distance values in increasing order. It can bdle. Putting it to the test is even more interesting given

seen that even estimation error having relatively high disthe HTML 5 Battery API that enables obtaining certain

Table 5: Exact full route fit

11



8 8 8
(a) Distance = 0.125 (b) Distance = 0.25 (c) Distance =0.43

Figure 8: Examples of estimation errors and their corredpmndistances (partial graph is depicted). The true route
is green and the estimated route is red. Schematic graphsedeto serve anonymity of this submission. Plots with
actual coordinates on top of real map will be included in thalfiersion.

battery statistics from a web-page via JavaScript. Ouiquency or resolution. In fact, our method works well
findings demonstrate how future increases in the samwith profiles much coarser than what we can directly get
pling resolution of the battery stats may turn this API from the raw power data, and for the route distinguish-
even more dangerous, allowing web-based attacks. ing task we actually performed smoothing and downsam-
pling of the data yet obtained good results. Our method
also works well with signal strength, which is provided
with much lower resoltion and sampling frequehcy
Successful classification depends among other factors
on good matching between the power profile we Want9
to classify and the reference power profiles. Optimal™"
matching might be a matter of month, time of day, traffic
on the road, and more. We can possibly improve our claspne way of reporting voltage and current measurements
sification if we tag the reference profiles with those assoyg the attacker is via a network connection to the at-
ciated conditions and select reference profiles matching,cxer's server. Warning the user of this risky combi-
the current conditions when trying to distinguish a route.nation may somewhat raise the bar for this attack. There
That of course requires collecting many more referencge of course other ways to leak this information. For

8.3 Choice of reference routes

2 Risky combination of power data and
network access

profiles. instance, a malicious application disguised as a diagnos-
tic software can access power data and log it to a file,
8.4 Collecting a massive dataset without attempting to make a network connection, while

_ ] _ ~another, seemingly unrelated, application reads the data
Collecting a massive dataset of power profiles associateglom that file and sends it over the network.

with GPS coordinates is a feasible task given vendors’
capability to legally collect analytics about users’ use of .
their smartphones. Obtaining such big dataset will en9-3 ~ Secure hardware design

able us to better un_derstand how We!l our approach Catthe problem with access to total power consumption is
scale and whether it can be used with much less PrOthat it leaks the power consumed by the transceiver cir-
knowledge about the users. cuitry and communication related tasks that indicate sig-

nal strength. While power measurements can be useful

9 Defenses for profiling applications, in many cases, examining the
power consumed by the processors executing the soft-
9.1 Non-defenses ware logic might be enough. We therefore suggest that

One might think that by adding noise or limiting the sam- "In fact, since it reflects more directly the environmentaiditions,

p“ng rate or the resolution of the voltage and Currentsignal strength data can provide even better route ideattdic and
tracking. We did not focus on signal strength since accgstine-

measurements one could protect |0ca'_“0n privacy. HOWquires access permissions and has already drawn resetenatioat to
ever, our method does not rely on high sampling fre-it as useful for localization.
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supplying only measurements of the power consumed bybusing smartphone sensorén emerging line of work
the processors (excluding the power consumed by thehows that phone sensors can be used in unexpected
TX/RX chain) could be a reasonable trade-off betweenways that can lead to unintended consequenes.
functionality and privacy. SurroundSensp] demonstrates how ambient sound
and light can be used for mobile phone localization, and
although it focuses on legitimate use-cases, the same
methods could be leveraged for breaching privacy.
A simple yet effective prevention may be requiring su- AccelPrint[7] is an attempt to fingerprint smartphones
peruser privileges (or being root) to access power supplpy tracking imperfections in their accelerometer mea-
data on the phone. Thus, developers and power-usesirements. Fingerprinting of mobile devices by the char-
can install diagnostic software or run a version of theiractersitics of their loudspeakers is proposed in [5, 6].
application that collects power data on a rooted phonel.ukas et. al. [15] proposed a method for digital cam-
whereas the release version of the software excludes thizra fingerprinting by pattern noise present in the im-
functionality. This would of course prevent the collection ages. [14] enhances the method enabling identification
of anonymous performance statistics from the install-of not only the model but particular cameras. Applied to
base, but as we have shown, such data can indicate musimartphones it could give away a particular mobile de-
more than performance. vice. Bojinov et. al. [3] showed that various sensors on
smartphones can be used to identify a mobile device by

9.5 Power consumption as a coarse loca- its unique hardware characteristics.

. TheGyrophonestudy [16] showed that gyroscopes on
tion indicator smartphones can be used for eavesdropping on a con-

Same as the cell identifier is defined as a coarse locatio¥ersation in the vicinity of the phone and identifying the

indicator, and requires appropriate permissions to be acsPeakers. o _

cessed, power consumption data can also be defined asThis line of research suggests that providing applica-

one. The user will then be aware, when installing app"_tions with unrestriced access to sensors, can potentially

cations that access voltage and current data, of the agesult in a security breach and compromise sensitive in-

plication’s potential capabilities, and the risk potelfyia formation. In this paper we show that access to the

posed to her privacy. phone’s power meter can similarly leak sensitive infor-
This defense may actually be the most consistent witfnation such as the phone’s location.

the current security policies of smartphone operating sys-

tems like Android and iOS, and their current permission11  Conclusion

schemes.

9.4 Requiring superuser privileges

We showed that applications that read the phone’s
10 Related work ampere-meter can gain information about the location of
a mobile device without accessing the GPS or any other

Power analysis is a powerful side-channel. The mosfoarse location indicators. Our approach enables known
well-known example is the recovery of encryption keys route identification, real-time _tracking, and identificati
from a cryptographic system [11]. ofa new route by onI_y analyzmg the phone’s power con-
Prior work established the relationship between signaPumption. We experimented with our approach on real-
strength and power consumption in smartphones [4, 24jvorld data collected from popular smartphones that have
Further, Bartendr [24] demonstrated that paths of signaf* significant mobile market share, and demonstrated their

strength measurements are stable across several drivegffectiveness. We believe that with more data our ap-
proach can be made more accurate and reveal more in-
Geolocation TechniquesGentile et al. [8] discuss GSM  formation about the phone’s location.

teChniqueS for localization of a mobile device. Some use Our work is an examp|e of the unintended conse-

fingerprinting where a pre-recorded radio map of the aregjuences that result from giving 3rd party applications ac-

of interestis Ieveraged to infer location via best fit. Othercess to sensors. It Suggests that even Seeming|y benign
use signal strength to calculate distances to base statioRgnsors need to be protected by permissions, or at the
at known locations. All these methods [12, 19, 20, 25]yery least, that more security modeling needs to be done

require signal strength information and base station IDpefore giving 3rd party applications access to sensors.
or WiFi network name (SSID), which is protected on

Android and iOS. Our work does not rely on the signal
strength, cell ID, or SSID. We only use power consump-References
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for each road segment. We say that the tracked device
is in states,y if the device is currently traversing a road
segmentx,y), wherex,y € |. We denote the route of the
tracked device as @, T), where

Q = {ql = S(]_Xzaqz = S(2X3a }
T={t1,t5,...}
For such a route the device has traversed froro
Xi+1 during time intervalti_1,t] (to = 0,ti_1 <tj Vi > 0).

Let A= {ax]Vxy,z € | } be the state transition prob-
ability distribution, where

(1)

Note thatayy, = O if there is no road between intersec-
tionsx andy or no road between intersectiopsand z

Axyz = p{Qi+1 =S, = S(y}


Bihax
Highlight


A traversal of the device over a road segment yields algorithm 3 Iterative majority vote
power consumption profile of length equal to the dura- |/ |
tion of that movement. We denote a power consumption while not all prefixes foundio

profile as an observatiom LetB be the probability dis- Prf < next prefix from Prefix]i].

tribution of yielding a given power profile while the de- Find j € I that maximizes

vice traversed a given segment. Due to the hysteresis of RoutePrefixetRoutePrefixetFina, Prf), Prf||})
hand-offs between cellular base stations, this probgbilit if no suchj is foundthen

depends on the previous segment the device traversed. I/ =

Finally, let 1 = {my} be theinitial state distribution, continue loop

wherergy is the probability that the device initially tra- end if

versed segmerix,y). If there is no road segment be- Prefixi + 1] « Prefixi + 1)U {Prf||j}

tween intersections andy, thenrgy = 0. In our model =1"—{j}

we treat this initial state as the state of the devietore end while

the start of the observed power profile. We need to take
this state into account due to the hysteresis effect. Note
that an HMM is characterized b4, B, andr1. At each iteration we rank the prefixes based on the
The route inference problem is defined as follows.ranks of prefixes of the previous iteration. Namely, pre-
Given an observation of a power profileover time in-  fixes which are extensions of a shorter prefix having a
terval [0,tmay, and given a modeA, B andll, we need higher rank in a previous iteration will always get higher
to find a route(Q,T) such thatp{(Q,T)|O} is maxi-  ranking over prefixes which are extensions of a lower
mized. In the following we denote the part 6fwhich  rank prefix. At each iteration the procedure first finds the
begins at time’ and ends at tim&’ by O . Note that  most common prefixes of length+ 1 which start with
O = Ojg4,ay- We consider the time intervéd,tmax] as  the most common prefix of lengtfiound in the previous
having a discrete resolution of iteration and ranks them according to their prevalence.
Then the procedure looks for common prefixes of length
i + 1 that start with the second most common prefix of
lengthi found in the previous iteration, and so on until

Upon its completion, the particle filter described in Sec-2!l Prefixes of lengthi + 1 are found. The intuition of
tion 6.1 outputs a set & routes of various lengths. Let tiS procedure is as follows. The procedure gives pref-

us denote this set Bina. This set exhibit an estimate of erence to routes traversing segments that commonly t_ra-
the distribution of routes given the power profile of the Versed by other routes. Such segments received a high
tracked device. To select the best estimate route the sinfc0re during the steps that they were chosen. Since we
ple approach is to choose the route that appears the moSgn N0t pick the most common segments separately from
number of times ifPina as it has the highest probability eac_h step (a co_ntlnuous route probably will not emerge),

to occur. Nonetheless, since a route is composed of mulV€ iteratively pick the most common segment out of the

tiple segments chosen at separate steps, at each step fR&/t€s that are prefixed with the segments that were al-

weight of a route is determined solely based on the lasféady chosen.
segment added to the route. ThereforeRigy there is

a bias in favor of routes ending with segments that were

given higher weights, while the weights of the initial seg-

ments have a diminishing effect on the route distribution

with every new iteration.

To counter this bias, we choose another estimate route
using a procedure we cdterative majority vote This
procedure ranks the routes based on the prevalence of
their prefixes. At each iterationthe procedure calcu-
lates — Prefix[i] — a list of prefixes of lengthranked by
their prevalence out of the all routes that has a prefix in
Prefix[i-1]. Prefix[i][n] denotes the prefix of rank The
operationp||j — wherep is a route and is an intersec-
tion — denotes the appendagejdb p. At each iteration
i the procedure detailed in Algorithm 3. In the following
we denote RoutePrefixed(R, p) to be the subset of routes
out of the seR havingp as their prefix.

B Choosing the best inferred route
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